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Abstract—This paper presents a new class of chained low-
density parity-check (LDPC) codes for the transport block (TB)
based transmission protocol, in which a TB consists of mul-
tiple code blocks (CBs). The proposed chained LDPC codes
are constructed by coupling together all CBs of a TB into
a single chain, where partial information bits between every
two adjacent LDPC CBs are shared using the partial infor-
mation coupling (PIC) technique and partial parity bits are
superimposed onto the following LDPC CB using the partial
superposition (PS) technique, resulting in a PIC-PS-LDPC code.
The proposed construction is universal in the sense that it is
applicable to any existing LDPC codes including the random
LDPC codes and the structured LDPC codes to obtain extra
coding gains. More importantly, the proposed PIC-PS-LDPC
codes can have encoder/decoder implemented using the structure
of the underlying LDPC codes. Numerical results show that the
PS technique can further improve the PIC-LDPC codes, and the
PIC technique can further improve the PS-LDPC codes. They
also show that the proposed PIC-PS-LDPC codes with the 5G
New Radio (5G-NR) LDPC codes as the mother codes can yield a
coding gain of up to 0.6 dB over the conventional 5G-NR LDPC
codes.

Index Terms—5G New Radio (5G-NR), block Markov su-
perposition transmission (BMST), low-density parity-check (LD-
PC) codes, partial superposition (PS), partial information cou-
pling (PIC).

I. INTRODUCTION

Low-density parity-check (LDPC) codes were introduced
by Gallager [1] and rediscovered by MacKay and Neal [2].
Recently, due to their good performance and high decoding
throughput, the rate-compatible raptor-like LDPC codes have
been adopted for data channels in 5G enhanced mobile broad-
band (eMBB) scenario [3].
In this work, we consider the design of LDPC codes for

transport block (TB) based transmission, where a TB consists
of multiple finite-length code blocks (CBs). Conventionally,
each CB within one TB is separately encoded and decoded.
This TB-based transmission is used for hybrid automatic
repeat request (HARQ) protocol in both long-term evolution
(LTE) [4] and 5G eMBB [5] standards for high speed data
transmission. However, both TB-level HARQ retransmission
in LTE and CB group (CBG)-level HARQ retransmission in

This work was supported by the National Key R&D Program of China
(No. 2020YFB1807100), the NSF of China (No. 61971454 and No. 62071498)
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5G lead to a waste of transmission power and spectral efficien-
cy since any erroneous CB will cause the retransmission of the
whole TB or whole CBG. To improve the resource utilization
efficiency of these protocols, one can improve the TB error
rate (TBER) or CB error rate (CBER).
A well-known approach to improve the error-correction per-

formance is spatial coupling. Typically, the spatially coupled
LDPC (SC-LDPC) codes are constructed by coupling L inde-
pendent LDPC codes into a single chain [6, 7]. They can yield
the asymptotically capacity-achieving performance over the
binary-input memoryless symmetric (BMS) channels under the
iterative belief propagation (BP) decoding [8]. This is due to
the threshold saturation, where the BP decoding performance
of the SC-LDPC codes can approach the maximum a poste-
riori (MAP) decoding performance of the underlying LDPC
codes [7, 9]. Inspired by spatial coupling, the authors of [10,
11] proposed partial information coupling (PIC) technique
to improve the performance, where a few information bits
between the adjacent CBs are shared for encoding but trans-
mitted only once by puncturing. Inspired by spatial coupling
and block Markov superposition transmission (BMST) [12,
13], the authors of [14, 15] presented another spatial coupling
approach via partial superposition (PS) to improve the per-
formance, where a portion of the coded bits are selected and
superimposed onto the following codewords.
An interesting question arises that the aforementioned two

techniques can be integrated to obtain extra coding gains. To
this end, we present for the TB-based transmission a new
class of chained LDPC codes, referred to as PIC-PS-LDPC
codes. The PIC-PS-LDPC codes are constructed by coupling
together L LDPC CBs into a single chain, in which the
information bits are coupled by the PIC technique and the
parity bits are coupled by the PS technique. The construction
of the PIC-PS-LDPC codes is universal since it is applicable
to any existing LDPC codes, e.g., the 5G New Radio (5G-
NR) LDPC codes to obtain extra coding gains. In addition,
the PIC-PS-LDPC codes can be easily implemented with the
hardware structure of the underlying LDPC codes. The PIC-
LDPC codes and the PS-LDPC codes can be viewed as sub-
classes of the PIC-PS-LDPC codes with special parameters.
Consequently, by optimizing the parameters, one can expect
extra coding gains. In simulation, we employ the (3, 6)-regular
LDPC codes, the WiMAX LDPC codes and the 5G-NR LDPC
codes as the mother codes to construct the PIC-PS-LDPC
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Fig. 1. An illustration of the parity-check matrix and the corresponding
codeword for the 5G-NR LDPC code.

codes. The simulation results show that the PS technique can
further improve the PIC-LDPC codes and the PIC technique
can further improve the PS-LDPC codes. They also show that
the PIC-PS-LDPC codes can yield an extra coding gain of up
to 0.6 dB over the 5G-NR LDPC codes.

II. PRELIMINARIES

A. 5G-NR LDPC Codes

The 5G-NR LDPC code is a class of rate-compatible LDPC
codes with raptor-like quasi-cyclic (QC) construction. Two
base matrices (equivalently, two base graphs BG1 and BG2),
which encapsulate the desired macroscopic structure, have
been designed for different range of information lengths and
code rates [5]. A specific NR LDPC code can be defined by a
parity-check matrix constructed by lifting the base matrix with
a lifting factor Z. The structure diagram of the parity-check
matrix and the corresponding codeword of the NR LDPC code
are illustrated in Fig. 1, where A and E consist of circulant
permutation matrices and zero matrices, D is a dual-diagonal
matrix with the exception that its first column has weight of
three, I is an identity matrix and O is a zero matrix. Part A
corresponds to the systematic information bits, while part D
and part I correspond to the parity bits.

B. Partial Information Coupling

The PIC technique was first introduced in [10] to construct
the PIC-turbo codes by sharing a portion of information bits
between the adjacent CBs, where the portion is characterized
by a parameter called coupling fraction β, 0 β 0.5.
The PIC-turbo codes can achieve considerable coding gains
over the LTE turbo codes. Using the IEEE 802.16e (WiMAX)
LDPC codes as the mother codes, the PIC-LDPC codes were
presented in [11], which can yield a coding gain of more than
0.5 dB over the WiMAX LDPC codes. In the PIC technique,
the dummy bits, which are inserted at the first and last CBs,
can provide extra a priori information to the decoder of the
mother code and hence improve performance of these two
CBs. Due to the shared information bits between the adjacent
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(a) The normal graph of three (2, 6)-regular LDPC codes with length 6.
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(b) The normal graph of the PIC-LDPC codes.
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(c) The normal graph of the PS-LDPC codes.
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(d) The normal graph of the PIC-PS-LDPC codes.

Fig. 2. The normal graph of the (2, 6)-regular LDPC codes with length 6, the
PIC-LDPC codes, the PS-LDPC codes and the PIC-PS-LDPC codes, where
the up variable nodes correspond to the information bits, the down variable
nodes correspond to the parity bits, the blue variable nodes correspond to
the PIC bits, the circular check nodes correspond to the LDPC check nodes,
and the red square nodes correspond to the PS bits. Notice that the LDPC
check nodes and the red PS nodes have the same constraint that all connecting
variables must be added up to zero over F2.
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CBs, the reliable messages can be spread from the CBs at
the boundary of the chain to other CBs, and hence, the error-
correction performance can be improved.
Given a binary code of length n and dimension k, the real

code rate of the PIC code with dummy bits is given by

rr =
L(k − �βk�)− �βk�
L(n− �βk�)− �βk� , (1)

where L denotes the coupling length and � � denotes the floor
function. We present a simple example with the (2, 6)-regular
LDPC code to illustrate the PIC technique. Fig. 2(a) shows the
normal graph of the (2, 6)-regular LDPC codes, and Fig. 2(b)
shows the corresponding PIC-LDPC codes, where the coupling
fraction is β = 0.5.

C. Partial Superposition

The PS technique enables a portion bits of the previous
LDPC codeword to be superimposed (XORed) onto the current
LDPC codeword [14, 15], where the portion is characterized by
a parameter called superposition fraction α, 0 α 1. With
the random LDPC codes as the basic codes, the PS-LDPC
codes (referred to as BMST-LDPC codes in [15]) can yield a
coding gain of up to 1.0 dB over the underlying LDPC codes.
In this paper, the PS technique is only used for the parity bits
and α is the parity superposition fraction. With the (2, 6)-
regular LDPC codes as the mother codes, the PS-LDPC codes
are shown in Fig. 2(c), where the parity superposition fraction
is α = 0.5.

III. PIC-PS-LDPC CODES

The PIC-PS-LDPC codes are constructed by coupling the
information bits between the adjacent CBs using the PIC
technique and by coupling the parity bits between the adjacent
CBs using the PS technique. With the (2, 6)-regular LDPC
codes as the mother codes, the normal graph of the PIC-
PS-LDPC codes is shown in Fig. 2(d), where α = 0.5 and
β = 0.5. Notice that α and β are the key parameters of the
PIC-PS-LDPC codes and can be optimized numerically by
two-dimensional search. Also notice that the PIC-PS-LDPC
codes is reduced to the PIC-LDPC codes when α = 0, and
the PIC-PS-LDPC codes is reduced to the PS-LDPC codes
when β = 0. In other words, the PIC-PS-LDPC codes include
the PIC-LDPC codes and the PS-LDPC codes as sub-classes.

A. Encoder

Let C [n, k] denote a systematic binary LDPC code
with length n and dimension k, whose parity-check ma-
trix is denoted by H. The information sequence to be
transmitted for a TB of L CBs is written as u =
(u1,u

c
1,u2,u

c
2, · · · ,uL−1,u

c
L−1,uL), where the length of

each uncoupled block u� is k� = k − 2�βk� and that of each
coupled block uc

� is kc = �βk�. Let uc
0 ∈ Fkc2 and uc

L ∈ Fkc2
denote the two dummy blocks, which are used for the first and
the last CBs, respectively. For the PS technique with a parity
superposition fraction α, we define a parity selection matrix

LDPC 
z1

v1

0

+=

1

cu

2

cu

=

LDPC 
z2

v2+=

S

=

LDPC 
z3

v3+=

S

0

cu

3

cu

3
u

2
u

1
u P/S

P/S

P/S

Fig. 3. The high-level normal graph of a PIC-PS-LDPC code with L = 3,
where uc

0 and u
c
3 denote the two dummy blocks.

S, which is confined to have the following form

S =
O

I
, (2)

where I is an identity sub-matrix of order �α(n − k)� and
O is a zero matrix of order n − k − �α(n − k)�. Given
the aforementioned uncoupled blocks, coupled blocks and two
dummy blocks, the encoding algorithm of the PIC-PS-LDPC
codes is described in Algorithm 1, see Fig. 3 for reference.

Algorithm 1 Encoding of the PIC-PS-LDPC Codes for a TB
• Initialization: Set uc

0 = 0 ∈ Fkc2 and z0 = 0 ∈ Fn−k
2 .

• Recursion: For � = 1, 2, · · · , L− 1,
1) Take (uc

�−1,u�,u
c
�) as the input for the systematic

LDPC CB encoder and deliver the parity bits z� as
the output.

2) Compute the superposition parity bits v� = z� +
z�−1S, where S is a parity selection matrix.

3) Arrange c� = (u�,u
c
�,v�) by juxtaposition, which

is taken as the �-th coded block.
• Termination: The L-th coded block for transmission
is obtained with Step Recursion by setting uc

L = 0.
In particular, the L-th coded block is cL = (uL,vL),
where uc

L is punctured
1.

B. Decoder
Assume that a TB c = (c1, c2, · · · , cL) is transmit-

ted though a channel, resulting in a received vector y =
(y1,y2, · · · ,yL) at the receiver. We can compute from the
received vector y the log-likelihood ratios (LLRs) associated
with c as the input to the decoding algorithm. The PIC-
PS-LDPC codes can be decoded by the iterative sliding-
window (SW) decoding algorithm, which can be described as

1Due to the two dummy blocks, the code length is L(n − �βk�)− �βk�
and the real code rate is rr =

L(k−�βk�)−�βk�
L(n−�βk�)−�βk� ≈ k−�βk�

n−�βk� for L � 1.
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a message-passing algorithm over a high-level normal graph
containing d (the window size) layers, see Fig. 3 for reference.
Each decoding layer consists of a node of type + , a node of
type S , two nodes of type = , a node of type LDPC , and a
node of type P/S . The message-updating rules of these nodes
are outlined below, see [16] for details.

• Node + : The node + corresponds to the parity bits
in this paper. The message-updating rule of this node is
similar to that of the check node in an LDPC code, where
the difference is that the messages associated with the half
edges are computed from the channel observations.

• Node S : The node S represents the parity selection
matrix, which simply transfers the messages associated
with the selected bits and the superimposed bits between
the node = and the node + .

• Node = : The node = at the left of the normal graph
corresponds to the information bits in this paper. The
message-updating rule of this node is similar to that of
the variable node in an LDPC code, where the difference
is that the messages associated with the half edges are
computed from the channel observations.

• Node LDPC : The message updating of the node
LDPC is implemented based on a certain soft-input
soft-output (SISO) decoder, say, the sum-product algo-
rithm (SPA) with a maximum iteration number Imax, of
the LDPC codes.

• Node P/S : The node P/S represents a parallel-to-
serial converter from the information bits to the node
LDPC and a serial-to-parallel converter for the opposite
direction.

The SW decoding algorithm for the PIC-PS-LDPC codes is
outlined in Algorithm 2. Notice that the messages associated
with the half edges of the high-level normal graph are calcu-
lated from the channel observations for the transmitted bits or
set properly as a fixed value for the dummy bits. Of course,
the decoding algorithm can also be performed for the whole
TB (referred to as a TB decoding algorithm in [11]), where all
û is output until all CBs are decoded successfully or a preset
maximum number of global iterations is reached.
It should be pointed out that the proposed PIC-PS-LDPC

codes with the SW decoding algorithm, especially the TB
decoding algorithm, will increase the decoding latency. How-
ever, in terms of the total end-to-end latency, the latency
for retransmission (order of multiple milliseconds) is much
larger than the decoding latency. In the moderate-to-high SNR
region, the PIC-PS-LDPC codes under the proposed decoding
algorithms yield a much lower TBER or CBER than the
benchmark LDPC codes without chaining. This leads to a
much lower retransmission probability and hence a potential
lower total end-to-end transmission latency.

IV. SIMULATION RESULTS

In this section, we present the simulation results of the
PIC-PS-LDPC codes. We use the (3, 6)-regular LDPC codes
constructed by the PEG algorithm [17], the WiMAX LDPC
codes and the 5G-NR LDPC codes as the mother codes. Unless
otherwise stated, for the PIC-PS-LDPC codes, a TB consists

Algorithm 2 Iterative Sliding-Window Decoding Algorithm
of the PIC-PS-LDPC Codes (window size d ≥ 1)

• Global initialization: Set a maximum global iteration
number Jmax > 0. For 1 ≤ � ≤ d − 1, compute the
LLRs associated with c� from the received vector y�.
Since uc

0 = uc
L = 0 is considered in this paper and the

dummy bits are known by the decoder in advance, the
LLRs associated with the dummy bits are set as ∞. All
messages over the other edges within and connecting to
the �-th layer (1 ≤ � ≤ d−1) are initialized as uniformly
distributed variables.

• Sliding-window decoding: For � = 1, 2, · · · , L,
1) Local initialization: If �+ d ≤ L, compute the LLRs
from the received vector y�+d and all messages over
other edges within and connecting to the (� + d)-th
layer are initialized as uniformly distributed variables.

2) Iteration: For j = 1, 2, · · · , Jmax,
a) Forward recursion: For i = 1, 2, · · · , d, the (�+

i)-th layer performs a message-passing algorithm
scheduled as

+ → = → LDPC → P/S → = → S .

b) Backward recursion: For i = d, d − 1, · · · , 1,
the (� + i)-th layer performs a message-passing
algorithm scheduled as

= → LDPC → P/S → = → + → S .

c) Decisions: Make decisions on the LDPC code-
word w� = (uc

�−1,u�,u
c
�, z�), resulting in ŵ�.

If HŵT
� = 0, exit the iteration. Notice that the

parity-check stopping criterion is also used in the
above Iteration, where the node LDPC performs
an iterative BP with a preset maximum iteration
number Imax.

3) Successive cancellation: Output (û�, û
c
�) if � < L or

û� if � = L based on ŵ� and remove the effect of ẑ�
on y�+1.

of L = 40 CBs. The SW decoding algorithm (Algorithm 2)
or the TB decoding algorithm is employed for the decoding.
Unless otherwise stated, the maximum SPA iteration number
is 100 for independent LDPC codes. In all example, the TB
codewords c are transmitted over the AWGN channel with
BPSK modulation.
Example 1 (PIC-PS-LDPC Code with Random LDPC

Code): Consider a rate-1/2 (3, 6)-regular LDPC code with
length 1024 as the mother code. The decoding window size of
the chained codes is d = 3, where Jmax = 20 and Imax = 25.
The CBER performance with different α is shown in Fig. 4(a),
where we observe that the PIC-PS-LDPC codes with properly
selected α can outperform the PIC-LDPC codes (yielding a
coding gain of up to 0.4 dB at CBER = 10−3), suggesting
that the PS technique can further improve performance of the
PIC-LDPC codes. The CBER performance with different β
is shown in Fig. 4(b), where we observe that the PIC-PS-
LDPC codes with properly selected β can outperform the
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(a) Varying α, fixed β = 64/512.
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(b) Varying β, fixed α = 128/512.

Fig. 4. The CBER performance of the PIC-PS-LDPC code, the PIC-LDPC
code, the PS-LDPC code and the LDPC code. The mother code is a rate-1/2
(3, 6)-regular LDPC code of length 1024 and the decoding window size is
d = 3.

PS-LDPC codes (yielding a coding gain of up to 0.3 dB at
CBER = 10−3), suggesting that the PIC technique can further
improve performance of the PS-LDPC codes.

Example 2 (PIC-PS-LDPC Code with WiMAX LDPC
Code): The mother code is a rate-2/3-A WiMAX LDPC code
with a length of 576 bits, which is constructed by lifting the
base matrix with a lifting factor of Z = 24. For the PIC-PS-
LDPC code, we set α = 24/192 and β = 180/384. We also
present performance of the PIC-LDPC code proposed in [11]
and the rate-1/2 WiMAX LDPC codes of length 384, both
of which have a similar code rate and TB length. The TB
decoding algorithm is performed for the PIC-PS-LDPC code
and the PIC-LDPC code, where Jmax = 20 and Imax = 200.
The TBER performance comparison is shown in Fig. 5, where
we observe that the PIC-PS-LDPC code can perform as well
as (or slightly better than) the PIC-LDPC code [11] in the
waterfall region but with a higher real code rate due to the

1 1.25 1.5 1.75 2 2.25 2.5 2.75
10-3
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10-1

100

T
B

 E
rr

or
 R

at
e

Fig. 5. The mother code is an IEEE 802.16e rate-2/3-A LDPC code with
a length of 576 bits and the TB decoding algorithm is performed for the
decoding. Similar to [11], we set Jmax = 20 and Imax = 200, while the
independent LDPC code is decoded with a maximum iteration number of 200.
A TB of the PIC-PS-LDPC code and the PS-LDPC code consists of 45 CBs
and that of the WiMAX LDPC code consists of 30 CBs, resulting in a similar
TB length. The real code rates of the PIC-PS-LDPC code, the PIC-LDPC
codes and the WiMAX LDPC code are 0.5102, 0.4944 and 0.5, respectively.

different coupling fraction β. We also observe that the PIC-
PS-LDPC code can yield a coding gain of up to 0.9 dB over
the WiMAX LDPC code, at the TBER of 10−2.
Example 3 (PIC-PS-LDPC Code with 5G-NR LDPC Code):

The mother code is a rate-1/2 5G-NR LDPC code of length
1280 bits, which is constructed based on BG2 [5] with a
lifting factor Z = 64. For the PIC-PS-LDPC code, we set
α = 384/768 and β = 64/640, while for the PIC-LDPC
code, we set α = 0/768 and β = 64/640. To make a fair
comparison, we also present a benchmark 5G-NR LDPC code
with a similar code rate and CB length. The TB decoding
algorithm is employed with Jmax = 20 and Imax = 50. The
CBER performance comparison is shown in Fig. 6(a), where
we observe that the PIC-PS-LDPC code can outperform the
PIC-LDPC code and the 5G-NR LDPC code, yielding a 0.4 dB
coding gain over the PIC-LDPC code and a 0.6 dB coding gain
over the 5G-NR LDPC code, at the CBER of 10−4.
We also compare the decoding convergence in terms of

average number of iterations for performing the LDPC CB
decoder for each TB, as shown in Fig. 6(b). From this figure,
we can observe that the PIC-PS-LDPC code exhibits a higher
decoding iteration number when the SNR is low. However, as
the SNR increases, this number will converge to that of the
benchmark LDPC code. That is, the complexity of the PIC-
PS-LDPC code will be close to that of the LDPC code in the
high SNR region.

V. CONCLUSIONS

This paper has presented a new class of chained LDPC
codes for the TB-based transmission, in which all CBs of a
TB are coupled into a single chain by using the PIC technique
and the PS technique. The construction of the proposed codes
is universal in the sense that any existing LDPC codes can
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(a) The CBER performance.
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(b) The decoding convergence in terms of the average number of iterations for
performing the LDPC CB decoder.

Fig. 6. The CBER performance and the decoding convergence of the PIC-
PS-LDPC code, the PIC-LDPC code and the 5G-NR LDPC code. The mother
code is a rate-1/2 5G-NR LDPC code of length 1280 bits and the benchmark
LDPC code is a 5G-NR LDPC code with length 1216 and dimension 576.
The real code rates of the PIC-PS-LDPC code, the PIC-LDPC code and the
5G-NR LDPC code are 0.4730, 0.4730 and 0.4737, respectively.

be used to construct the PIC-PS-LDPC codes. Moreover, the
proposed PIC-PS-LDPC codes can be implemented with the
hardware basis of the underlying LDPC codes. Our simulation
results have shown that the PS technique can improve the PIC-
LDPC codes and the PIC technique can improve the PS-LDPC

codes. They have also shown that the proposed PIC-PS-LDPC
codes can have an extra coding gain of up to 0.6 dB over the
original 5G-NR LDPC codes.
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